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ABSTRACT
We present novel parallel language constructs for the com-
munication intensive part of a magnetic fusion simulation
code. The focus of this work is the shift phase of charged
particles of a tokamak simulation code in toroidal geometry.
We introduce new hybrid PGAS/OpenMP implementations
of highly optimized hybrid MPI/OpenMP based commu-
nication kernels. The hybrid PGAS/OpenMP implemen-
tations use an extension of standard hybrid programming
techniques, enabling the distribution of high communica-
tion work loads of the underlying kernel among OpenMP
threads. Building upon lightweight one-sided CAF (Fortran
2008) communication techniques, we also show the benefits
of spreading out the communication over a longer period of
time, resulting in a reduction of bandwidth requirements and
a more sustained communication and computation overlap.
Experiments on up to 130560 processors are conducted on
the NERSC Hopper system, which is currently the largest
HPC platform with hardware support for one-sided com-
munication and show performance improvements of 52% at
highest concurrency.

Keywords: Particle-In-Cell, Fortran 2008, Coarrays, Hy-
brid MPI/OpenMP & PGAS/OpenMP computing

1. INTRODUCTION
Scaling highly parallel scientific applications and algorithms

strongly depends upon the successful adaptation to con-
stantly evolving HPC platforms with unprecedented num-
bers of processors and advanced interconnect technologies.
Hence, innovative algorithms and parallel computing lan-
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guages exploiting modern achievements in HPC interconnect
fabrics are essential to prevent costs for large scale communi-
cation becoming a dominating factor. One such innovation
in communication technology is the development of one-
sided messaging methods and Partitioned Global Address
Space (PGAS) languages such as Unified Parallel C (UPC)
and Fortran 2008, which incorporates parallel features his-
torically identified as Coarray Fortran (CAF). PGAS lan-
guages are able to directly reference remote memory as a
first order construct, which reduces subroutine call overhead
and enables the compiler to participate in optimization of
the communication. The one-sided messaging abstractions
of PGAS languages also open the possibility of expressing
new algorithms and communications approaches that would
otherwise be impossible, or unmaintainable using the two-
sided messaging semantics of communication libraries like
MPI1. The expression of the one-sided messaging semantics
as language constructs (Coarrays in Fortran and shared ar-
rays in UPC) improves the legibility of the code and allows
the compiler to apply communication optimizations. Hard-
ware support for PGAS constructs and one-sided messaging,
such as that provided by the Cray XE6 Gemini interconnect,
is essential to realize the performance potential of these new
approaches.

Building upon previous e↵orts [15] on exploring one-sided
PGAS communication as a replacement for two-sided mes-
sage passing mechanisms in an existing MPI based commu-
nication kernel in the GTS application, we introduce novel
hybrid PGAS/OpenMP and MPI/OpenMP communication
algorithms extending the flat PGAS & MPI model intro-
duced in our previous work. GTS (Gyrokinetic Tokamak
Simulation) [17] is a global three-dimensional Particle-In-
Cell (PIC) code to study the microturbulence and associ-
ated transport in magnetically confined fusion plasmas of
tokamak toroidal devices. In our work we focus on Fortran
2008’s CAF extensions because Fortran is the language used
to implement the bulk of the GTS code base.

1For the rest of the paper we use the term MPI when MPI-1
is intended. If we refer to the MPI one-sided extension, we
use the term MPI-2 explicitly.
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Figure 2: GTS field-line following grid & toroidal do-
main decomposition. Colors represent isocontours
of the quasi-two-dimensional electrostatic potential

mas [9], so understanding its characteristics is of utmost im-
portance for the development of practical fusion energy. In
plasma physics, the PIC approach amounts to following the
trajectories of charged particles in both self-consistent and
externally-applied electromagnetic fields. First, the charge
density is computed at each point of a grid by accumulating
the charge of neighboring particles. This is called the scatter
phase. Prior to the calculation of the forces on each particle
from the electric field (gather phase) — we solve Poisson’s

equation to determine the electrostatic potential everywhere
on the grid, which only requires a two-dimensional solve on
each poloidal plane (cross-section of the torus geometry) due
to the quasi-two-dimensional structure of the potential. This
information is then used for moving the particles in time
according to the equations of motion (push phase), which
denotes the fourth step of the algorithm.

2.1 The GTS Parallel Model
The parallel model in the GTS application consists of

three levels: (1) GTS implements a one-dimensional domain
decomposition in the toroidal direction (the long way around
the torus). MPI is used for performing communication be-
tween the toroidal domains. Particles move from one domain
to another while they travel around the torus — which adds
another, a fifth, step to our PIC algorithm, the shift phase.
This phase is the focus of this work. It is worth mentioning
that the toroidal grid, and hence the decomposition, is lim-
ited to about 128 planes due to the long-wavelength physics
being studied. A higher toroidal resolution would only intro-
duce waves of shorter parallel wavelengths that are quickly
damped by a collisionless physical process known as Lan-
dau damping, leaving the results unchanged [9]. (2) Within
each toroidal domain we divide the particle work between
several MPI processes. All the processes within a common
toroidal domain of the one-dimensional domain decompo-
sition are linked via an intradomain MPI communicator,
while a toroidal MPI communicator links the MPI processes
with the same intradomain rank in a ringlike fashion. (3)
OpenMP compiler directives are added to most loop regions
in the code for further acceleration and for reducing the GTS
memory footprint per compute node. Hence, GTS produc-
tion runs will be conducted in a hybrid MPI/OpenMP mode,
which motivates the design of multithreaded particle shift
algorithms.
Figure 2 shows the GTS grid, which follows the field lines

of the externally applied magnetic field as they twist around
the torus2. In the following we focus on the advantages of

2The two cross sections demonstrate contour plots of poten-

Figure 3: Hybrid parallel programming models as
used in the particle shift algorithms

using CAF instead of MPI in a communication intensive
part of GTS, the shift algorithm, and present two optimized
MPI implementations as well as our new CAF algorithm.

3. PARTICLE SHIFT ALGORITHMS IN GTS
The shift phase is the most communication intensive step

of a GTS simulation. At each time step, about 10% of the
particles inside of a toroidal domain move out through the
”left” and ”right” boundaries in approximately equal num-
bers. A 1-billion particle simulation translates to about
100GB of data having to be communicated each time shift
is called. In terms of wall clock time, the particle shift
contributes to approximately 20% of the overall GTS run-
time and is expected to play an even more significant role
at higher scales — as observed in scaling experiments on
Hopper. After the push phase, i.e., once the equations of
motion for the charged particles are solved, updated coor-
dinates of a significant portion of particles are outside the
local toroidal domain. Consequently a↵ected particles have
to be sent to neighboring — or in rare cases to even further
— toroidal domains. The amount of shifted particles as well
as the number of traversed toroidal domains depend on the
toroidal domain decomposition coarsening (mzetamax), the
time step (tstep), the background temperature profile influ-
encing the particle’s initial thermal velocity (umax) and the
number of particles per cell (micell). The distance parti-
cles can travel along the toroidal direction in each time-step
is restricted by the spatial resolution of physical dynamics
in the parallel direction. For a valid simulation, particles
do not travel more than 4 ranks per time-step (realized by
choosing an appropriate time step-size).
In the following sections we will introduce two optimized

algorithms for MPI two-sided messaging and a PGAS one-
sided implementation for the particle shift phase in GTS.
The first MPI implementation extends the classical hybrid
MPI/OpenMP programming model (Figure 3(a)) as used
in GTS where MPI processes create OpenMP thread teams
for work distribution and join the team for serialized ex-
ecution such as MPI communication calls and enables the
main OpenMP thread to make collective MPI function calls
while other threads perform computation (Figure 3(b)). The
hybrid PGAS/OpenMP algorithm builds on this strategy of
communicating threads, but allows all OpenMP threads per

tial fluctuations driven by Ion Temperature Gradient-Driven
Turbulence (ITGDT) [10], which is believed to cause the ex-
perimentally observed anomalous loss of particles and heat
in the core of magnetic fusion devices such as tokamaks.

Application focus: 
— The shift phase of charged particles in a 

tokamak simulation code 

Programming models studied: 
— CAF + OpenMP or 
— Two-sided MPI + OpenMP 

Highlights: 
— Experiments on up to 130,560 processors 
— 58% speed-up of the CAF implementation 

over the best multithreaded MPI shifter 
algorithm on largest scale 

— “the complexity required to implement … 
MPI-2 one-sided, in addition to several 
other semantic limitations, is prohibitive.”  

Preissl, R., Wichmann, N., Long, B., Shalf, J., Ethier, S., & Koniges, A. (2011, 
November). Multithreaded global address space communication techniques for 
gyrokinetic fusion applications on ultra-scale platforms. In Proceedings of 2011 
International Conference for High Performance Computing, Networking, Storage 
and Analysis (pp. 1-11).
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Applications studied: 
— Magnetohydrodynamics (MHD) 
— 3D Fast Fourier Transforms (FFTs) used in 

infinite-order accurate spectral methods 
— Multigrid methods with point-wise 

smoothers requiring fine-grained messaging 

Programming models studied: 
— CAF or 
— One-sided MPI-3 

Highlights: 
— Simulations on up to 65,536 cores 
— “… CAF either draws level with MPI-3 or 

shows a slight advantage over MPI-3.” 

— “CAF and MPI-3 are shown to provide 
substantial advantages over MPI-2.  

— “CAF code is of course much easier to write 
and maintain…”Garain, S., Balsara, D. S., & Reid, J. (2015). Comparing Coarray Fortran (CAF) 

with MPI for several structured mesh PDE applications. Journal of Computational 
Physics, 297, 237-253.
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Language-based approaches to parallelism have been incorporated into the Fortran 
standard. These Fortran extensions go under the name of Coarray Fortran (CAF) and 
full-featured compilers that support CAF have become available from Cray and Intel; 
the GNU implementation is expected in 2015. CAF combines elegance of expression 
with simplicity of implementation to yield an efficient parallel programming language. 
Elegance of expression results in very compact parallel code. The existence of a standard 
helps with portability and maintainability. CAF was designed to excel at one-sided 
communication and similar functions that support one-sided communication are also 
available in the recent MPI-3 standard. One-sided communication is expected to be very 
valuable for structured mesh applications involving partial differential equations, amongst 
other possible applications. This paper focuses on a comparison of CAF and MPI for a 
few very useful applications areas that are routinely used for solving partial differential 
equations on structured meshes. The three specific areas are Fast Fourier Techniques, 
Computational Fluid Dynamics, and Multigrid Methods.
For each of those applications areas, we have developed optimized CAF code and optimized 
MPI code that is based on the one-sided messaging capabilities of MPI-3. Weak scalability 
studies that compare CAF and MPI-3 are presented on up to 65,536 processors. Both 
paradigms scale well, showing that they are well-suited for Petascale-class applications. 
Some of the applications shown (like Fast Fourier Techniques and Computational Fluid 
Dynamics) require large, coarse-grained messaging. Such applications emphasize high 
bandwidth. Our other application (Multigrid Methods) uses pointwise smoothers which 
require a large amount of fine-grained messaging. In such applications, a premium is placed 
on low latency. Our studies show that both CAF and MPI-3 offer the twin advantages 
of high bandwidth and low latency for messages of all sizes. Even for large numbers of 
processors, CAF either draws level with MPI-3 or shows a slight advantage over MPI-3. 
Both CAF and MPI-3 are shown to provide substantial advantages over MPI-2.
In addition to the weak scalability studies, we also catalogue some of the best-usage 
strategies that we have found for our successful implementations of one-sided messaging 
in CAF and MPI-3. We show that CAF code is of course much easier to write and maintain, 
and the simpler syntax makes the parallelism easier to understand.

© 2015 Elsevier Inc. All rights reserved.
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(a)

(b)

Fig. 4. Shows the parallel efficiency measured relative to every doubling of processors for CAF and one-sided MPI-3. The results are based on 3-level 
Multigrid simulations from Table 2. Results for a 27 point stencil are shown in (a); results for a 7 point stencil are shown in (b). We see that the stencil 
width only has a modest impact on parallel efficiency.

numbers of processors. By scanning the messaging times in Table 3a we see that the one-sided messaging in CAF is slightly 
more efficient that the one-sided messaging from MPI-3 for all numbers of cores that we tested. The same simulations were 
also run with MPI-2 and the results are shown in Table 3b. We see that CAF and MPI-3 show a significant improvement 
over MPI-2.

5. Conclusions

CAF and MPI-3 represent new paradigms for one-sided messaging that are especially well-adapted to advanced PetaScale 
and future ExaScale architectures. This style of messaging has the potential of reducing messaging time and enhancing per-
formance on those architectures. CAF is a language-based approach and MPI-3 is a library-based approach; both approaches 
to parallelism have their unique advantages. CAF has become available via several compiler vendors and the MPI-3 library, 
with some of the newer one-sided messaging features, has also become available. It is, therefore, interesting to compare 
CAF and MPI-3 for a few algorithms that are routinely used to solve partial differential equations on structured meshes. We 
have compared the performance CAF with MPI-3 for spectral techniques, multigrid techniques and for applications drawn 
from computational fluid dynamics.

By using code that is identical on all counts except for the messaging, we are able to focus on the messaging capabilities 
of these two parallel programming paradigms. Weak scalability studies are presented on up to 65,536 processors. Both 
paradigms show excellent scalability that is sustained on large numbers of processors, showing them to be well-suited for 
PetaScale applications. On some applications, CAF outperformed MPI-3 by a small margin. On other applications, they drew 
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A Partitioned Global Address Space
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Centre for Medium Range Weather
Forecasts Integrated Forecasting
System
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Abstract
Today the European Centre for Medium Range Weather Forecasts (ECMWF) runs a 16 km global T1279 operational
weather forecast model using 1536 cores of an IBM Power7. Following the historical evolution in resolution
upgrades, the ECMWF could expect to be running a 2.5 km global forecast model by 2030 on an exascale system
that should be available and hopefully affordable by then. To achieve this would require the Integrated Forecasting
System (IFS) to run efficiently on about 1000 times the number of cores it uses today. In a step towards this goal, the
ECMWF have demonstrated the IFS running a 10 km global model efficiently on over 40,000 cores of HECToR a
Cray XE6 at the Edinburgh Parallel Computing Centre. However, getting to over a million cores remains a formid-
able challenge, and many scalability improvements have yet to be implemented. The ECMWF is exploring the use of
Fortran2008 coarrays; in particular, it is possibly the first time that coarrays have been used in a world-leading pro-
duction application within the context of OpenMP parallel regions. The purpose of these optimisations is primarily
to allow the overlap of computation and communication, and further, in the semi-Lagrangian advection scheme, to
reduce the volume of data communicated. The importance of this research is such that if these and other planned
developments are successful, the IFS model may continue to use the spectral transform method to 2030 and beyond
on an exascale-sized system. The current status of the coarray scalability developments within the IFS are described
together with a brief outline of future developments.

Keywords
PGAS, Fortran2008, Coarrays

1. Introduction

The Integrated Forecasting System (IFS) is the
European Centre for Medium Range Weather
Forecasts’ (ECMWF’s) production application used to
provide medium-range weather forecast products up to
10 or 15 days ahead to its Member States and Co-oper-
ating States. At shorter range, national weather services
use products from the ECMWF to provide boundary
data for their own regional and local short-range fore-
cast models. Figure 1 shows the evolution of the IFS
model from the mid-1980s to the current T1279 opera-
tional model and extrapolated out to 2030. Figure 1
shows that halving the horizontal grid spacing has
occurred about every 8 years, and provides an estimate
for the dates when the T3999 (35 km) and T7999
(32.5 km) models could be introduced into operation.

It is clear that this simplistic extrapolation (given the
number of grid columns and slope from T106 to
T1279) does not take into account the many architec-
tural and technology changes that are needed to get to
the exascale.

The ECMWF is an application partner in a
European Union (EU)-funded project called CRESTA
(Collaborative Research into Exascale Systemware,
Tools and Applications) bringing the IFS numerical
weather prediction application to the project. For the

European Centre for Medium Range Weather Forecasts (ECMWF), UK
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Application: 
— European Centre for Medium Range 

Weather Forecasts (ECMWF) operational 
weather forecast model 

Programming models studied: 
— CAF or 
— Two-sided MPI 

Highlights: 
— Simulations on > 60K cores 
— performance improvement from switching to 

CAF peaks at 21% around 40K cores

Mozdzynski, G., Hamrud, M., & Wedi, N. (2015). A partitioned global address 
space implementation of the European centre for medium range weather 
forecasts integrated forecasting system. The International Journal of High 
Performance Computing Applications, 29(3), 261-273.

partition. To address this non-scaling issue, the SL
scheme has been optimised to use Fortran2008 coarrays
to only get grid columns from neighbouring tasks as
and when they are required in the iterative scheme to
compute the departure-point and mid-point of the tra-
jectory (using an eight-point stencil), and also for any
other grid columns needed for the subsequent interpo-
lations (using a 32-point stencil).

Figure 9 highlights (in black) the grid points owned
by the MPI task that encountered the highest wind
speed (120 m/s) during a 10-day forecast starting 15
October 2005. Figure 9 shows a halo of grid points
(marked blue-lighter shade) whose width is determined
by a maximum wind speed of 400 m/s 3 the time step
(720 s in this case), resulting in a halo distance of 288

kilometres. Only the three wind vector variables u, v, w
are obtained from neighbouring tasks for computing
the trajectory. The rest of the variables (26) are
obtained in the locality of each task, but only for the
grid points (grey-lightest shaded area in Figure 10) that
have been identified as needed during the process of
computing the trajectory, which may be called the on-
demand scheme. The SL interpolations can now be
performed.

Figure 7. EQ_REGIONS partitioning of grid-point space, showing a partition at the poles and then an increasing number of
partitions as we approach the equator.

Figure 9. Original semi-Lagrangian transport, showing the max
wind halo (blue-lighter shaded area), which is filled with data
(wind vector variables u, v, w) from neighbouring MPI tasks.
This data is used in the process to compute the departure and
mid-points of air particles arriving at task 11’s grid points (black-
darker shaded area).

Figure 8. Semi-Lagrangian transport, where the Integrated
Forecasting System requires each grid point in a MPI task
partition (the arrival point) to determine where that particle of
air came from (the departure point) backwards in time .
Interpolations are performed at the departure point and the
mid-point of the trajectory and data quantities updated at the
arrival point.

266 The International Journal of High Performance Computing Applications 29(3)

by inspecting the gstats counters that timed sections of
code where MPI calls have been replaced by coarray
transfers. The relative slowdown of the coarray version
was reproducible and at several nearby core counts (the
group of three core counts in Figure 13). It will be inter-
esting to see how the coarray optimisations perform
when we run a larger T3999 case (1Q2013/RAPS13/
38R2) where there will be greater opportunity for over-
lap between computation and communication at that
resolution, as shown in Figure 5. In Figure 15 we pres-
ent the efficiency of the T2047L137 IFS model as run
on HECToR for the runs described earlier. The effi-
ciency is derived relative to the performance of a single
core, which is assumed to be 100% efficient. The single
core performance is itself extrapolated from a least
squares fit (Excel’s LINEST function) of FD/D perfor-
mance in the 8–36K core range where the fit is good for
all three sets of runs. This figure shows overall effi-
ciency gains of 10% at 8K cores to about 20% at 40–
50K cores.

4.2. T2047L137 non-hydrostatic model

The performance of a T2047/L137 NH case is shown in
Figure 16. As this case was a 10-km model it did not
require NH dynamics but was run solely to observe the
effect of the coarray optimisations. Analysis of the per-
formance statistics showed that the relatively expensive
NH spectral space computations were scaling poorly.
This was due to the fact that the OpenMP parallelism
in the spectral computations was limited to 2048 (waves

0–2047) spread across all MPI tasks. In spectral space
data is distributed over MPI tasks in a two-dimensional
scheme over spectral waves and atmospheric levels.
However, the spectral space semi-implicit calculations
require access to all atmospheric levels, which require
additional data transpositions called TRMTOS and
TRSTOM. The scaling issue was resolved by moving
the OpenMP parallelisation down one level, where
the parallelism would now be min(tasks, 2048) 3
min(threads, atmospheric levels) or practically
2048 3 8 = 16K, so an eight-fold increase in paralle-
lism. Of course, in the future we could increase the
number of threads to 16 and beyond to exploit more
parallelism in the spectral computations. This optimisa-
tion (50+ OpenMP loops parallelised) resulted in an
overall 10% improvement at 45K cores. In the limit the
thread-level parallelism in the spectral computations
is the product of the number of spectral waves by the
number of atmospheric levels, which for a T7999L400
model would be 3.2 million. The performance advan-
tage of using coarrays in this NH dynamics case is now
26%. At resolution T2047 we do not need to run with
NH dynamics, but it confirms that the IFS with NH
dynamics works with coarrays and prepares for the
larger T3999 NH case.

5. Summary and future work

The ECMWF IFS model has been enhanced to use
Fortran2008 coarrays to overlap computation and com-
munication in the context of OpenMP parallel regions.

Figure 14. Performance improvement of the T2047 (;10 km) model with 137 levels by using Fortran2008 coarrays on HECToR
(Cray XE6).
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ABSTRACT
Amini-application of The Intermediate Complexity Research (ICAR)
Model o�ers an opportunity to compare the costs and performance
of the Message Passing Interface (MPI) versus coarray Fortran, two
methods of communication across processes. The application re-
quires repeated communication of halo regions, which is performed
with either MPI or coarrays. The MPI communication is done using
non-blocking two-sided communication, while the coarray library
is implemented using a one-sided MPI or OpenSHMEM communi-
cation backend. We examine the development cost in addition to
strong and weak scalability analysis to understand the performance
costs.
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1 INTRODUCTION
1.1 Motivation and Background
In high performance computing MPI has been the de facto method
for memory communication across a system’s nodes for many
years. MPI 1.0 was released in 1994 and research and development
has continued across academia and industry. A method in Fortran
2008, known as coarray Fortran, was introduced to express the
communication within the language [5]. This work was based on
an extension to Fortran that was introduced by Robert W. Numrich
and John Reid in 1998 [7]. Coarray Fortran, like MPI, is a single-
program, multiple-data (SPMD) programming technique. Coarray
Fortran’s single program is replicated across multiple processes,
which are called "images". Unlike MPI, it is based on the Partitioned
Global Address Space (PGAS) parallel programming model. This
allows the Fortran syntax to easily express communication while
maintaining the transparency of the underlying algorithm concept.
This will be further discussed in the programmability section.

The application used to examine the di�erent programming mod-
ules is a mini-application of The Intermediate Complexity Atmo-
spheric Research (ICAR) model. This simpli�ed atmospheric model
was developed at the National Center for Atmospheric Research
(NCAR) to predict aspects of weather such as precipitation, tem-
perature, and humidity [3]. The main impetus of the investigation
is to understand the scalability and performance of the di�erent
coarray and MPI programming models. The ICAR mini-app was
originally developed using coarrays to communicate halo regions.
For this paper we modi�ed the existing code to use MPI, instead of
coarrays, for communication between processes.

We used Open Coarrays, a library implementation of coarray
Fortran, for our runtime comparisons. The Open Coarrays commu-
nication backend can be implemented with either an OpenSHMEM
layer or MPI. Open Coarrays’ MPI implementation uses one-sided
communication with passive synchronization [2]. This has allowed
us to do performance comparisons between three versions of the
ICAR mini-app: the OpenSHMEM backend, the coarray one-sided
MPI, and the two-sided MPI implementation.

Past work has been done on the scalability and performance
di�erences between coarrays and MPI in the past [1, 4] . Past exper-
iments using this speci�c mini-app have looked at the comparisons
between the OpenSHMEM communication and the MPI commu-
nication backend [8]. To our knowledge the work done here is

CAF at Scale: Climate

21

Application: 
— Intermediate Complexity Atmospheric 

Research (ICAR) model 
— Regional impacts of global climate change 

Programming models studied: 
— CAF over one-sided MPI 
— CAF over OpenSHMEM 
— Two-sided MPI  
— Cray CAF 

Highlights: 
— “… we used up to 25,600 processes and 

found that at every data point OpenSHMEM 
was outperforming MPI.”  

— “The coarray Fortran with MPI backend 
stopped being usable as we went over 
2,000 processes… the initialization time 
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2 DISCUSSION OF RESULTS

(a) 25 points per process (b) 100 points per process

(c) 400 points per process (d) Cray weak scaling

Figure 3: (a-c) Weak scaling results for 25, 100, and 400 points per process (d) weak scaling for Cray.

The second system used was Lawrence Berkeley National Labo-
ratory’s (LBNL) Cori, a Cray XC40 with 12,076 total compute nodes
[8]. Of those nodes, 9688 of them are single-socket, 68-core Intel
Xeon Phi Processor 7250 ("Knight’s Landing") at 1.4 GHz. We used
Knight’s Landing with the Cray Compiling Environment (CCE)
8.7.1. The Cray compiler uses Cray’s proprietary PGAS runtime
for implementing coarrays within Fortran. It was run with 2 MiB
hugepages enabled, rather than the default 4 KiB pages, because
huge pages often gives better performance for PGAS codes. For the
runs done on both Cheyenne and Cori a single core was used per
MPI rank or coarray image.

4 RESULTS
In �gures 3a, 3b, and 3c respectively, the results are presented for
weak scaling at 25, 100, and 400 points per process. These runs
were all done on the SGI cluster Cheyenne. At each problem size
we gathered multiple timing samples of the coarray version with
the OpenSHMEM communication backend, the coarray version
with the MPI backend, and the plain MPI implementation. At lower
numbers of points per process the OpenSHMEM communication
backend performs better. As the number of points per process
increases, OpenSHMEM continues to perform better but the pure
MPI version keeps pace. For theweak scaling runs done using Cray’s

proprietary PGAS runtime on Cori 3d, the results are good. There
is no noticeable deterioration in e�ciency, meaning the parallel
overhead is not slowing down the runs.

It is interesting to note that the MPI implementation had the
largest amount of variance for any one run. For the OpenSHMEM
runs the variance was always under 0.4 seconds while for the pure
MPI runs the smallest was 0.63 seconds and the largest 1.2. For 25,
100, and 400 points per process the variance was 39%, 19%, and 8%
for OpenSHMEM and 34%, 31%, 22% for the pure MPI. A data trend
that was unclear is the decrease in simulation time for the the �rst
few weak scaling runs for 400 points per processor. This occurred
in all three of the di�erent implementations.

For strong scaling 4 we used up to 25,600 processes and found
that at every data point OpenSchmem was outperforming MPI. At
high number of processes we were unable to get the the coarray
Fortran MPI communication backend to work.

The coarray Fortran with MPI backend stopped being usable
as we went over 2,000 processes; strictly speaking it did not stop
working, but the initialization time started to increase exponentially.
At 2,000 processes it would take about an hour to start the process
and at 3,000 processes it exceeded the 12 hour wall clock limit.
Further investigation will be needed to understand why this is
occurring and �x it.


